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Introduction

Suppose we have a large box containing thousands of similar bearings:

• We can choose a subset of bearings to determine the mean        
diameter of ALL the bearings

• But, another subset can yield  different mean diameter
• So, how good is your measurement?

Sources that contribute to variation in measurements:

• Resolution
• Repeatability
• Spatial and temporal variation of the measured variables

So how do you ensure that a measurement represents a true average value?

• Quantify a representative value that characterizes the average 
value of the data set.

• Quantify a average value that provides a measure of the variation in 
the measured data set.

• Establish the bounds of the measured variable.
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Sample: Data set obtained during repeated measurements of a variable, 
called the measurand, under fixed operating conditions.

Consider x’ to be the true value based on repeated measurements of x.
N: Sample size
If N is small, the measurement error is high. As N -> , measurement 
error tends to become smaller.

X’ can be estimated as 

represents the most probable estimate of x’

represents the uncertainty interval at some probability level, P%.

Statistical Measurement Theory
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Regardless of the care taken during measurments, random scatter in the 
data will always occur.

Random variable: The measured variable
Central Tendency: The tendency of a data point to lie within some interval 
about one central value

Probability deals with the concept that certain values for a variable will be 
measured with some frequency of occurrence relative to others.

Probability density is used to measure this central value and the values 
scattered around it. It is the frequency with which a measured value 
assumes a particular value or interval of values.

Probability Density Functions
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Probability Density Functions

The number of intervals K required for a viable statistical analysis is given by

1)1(87.1 40.0  NK

Dividing nj (no. of times data falls within an interval) by N gives the frequency 
distribution for the data. The area under the curve gives the total frequency of 
occurrence of 100%.
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Probability Density Functions

Probability Density function, p(x) results from frequency distribution when N ->
and x -> 0

p(x) defines the probability that a measured value might assume a particular 
value during a measurement.

Shape of p(x) depends on the variable being measured and the measurement 
conditions affecting the measurement.

The specific values of the variable and the width of the distribution depends on 
the actual process but the overall shape will likely fit some standard distribution.
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Probability Density Functions
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Probability Density Functions
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Probability Density Functions

Regardless of the type of distribution, a variable can be quantified through its 
mean and variance.

The square root of the variance is defined as the standard deviation.

The underlying assumption in the above equations is that they assume an 
infinite number of measurements.
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Infinite Statistics

Most common distribution in measurements is the normal or Gaussian distribution
(bell curve), i.e. data is scattered around a central value.

p(x) is maximum when x = x’, i.e. in the absence of systematic error, a variable having 
a normal distribution has a central tendency towards its true value.

The probability that a random variable x falls between x’  x is given by the area 
under p(x)

The area under p(x) defined by x’-z1  x  x’+z1 is the probability that a 
measurement will lie within this interval.
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Infinite Statistics

z1 = 1.0: 68.26% of the area under p(x) lies within z1  of x’.
z2 = 2.0: 95.45% of the area under p(x) lies within z1  of x’.
z3 = 3.0: 99.73% of the area under p(x) lies within z1  of x’.
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Infinite Statistics

A very large data set (N > 10,000) has a mean value of 9.2 units and a standard 
deviation of 1.1 units. Determine the range of values in which 50 % of the data set 
should be found assuming a normal probability density.
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Finite Statistics

Is it possible to obtain the true mean and variance if the sample size is finite? Yes we 
can.

For finite sized data sets:

The sample mean provides the most probable estimate of the true value x’.

is called the deviation of xi and (N-1) are the degrees of freedom in the 
statistical estimate.

The degrees of freedom is equal to the number of data points minus the number of 
previously determined statistical parameters used in estimating that value.
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Finite Statistics

For a normal distribution of x about a sample mean value,

Here tv,P replaces the z variable. The numerical values of tv,P are given by the
Student’s t-distribution.

The Student’s t-distribution was developed by William S. Gosset.

The interval  tv,PSx represents the precision interval at some probability (confidence
level) P% within which the measured value would fall.

As the value of N increases, the value of t approaches the values given by the z
variable.

xPvi Stxx ,
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Student’s t-distribution
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Standard Deviation of the Means

Suppose we were to measure the sizes of bearing from different number of samples, 
the mean from each sample would be different due to finite sample size and random 
variation in the bearing size from manufacturer’s tolerances.

So what is a good estimate of the true mean based on sample mean?

Let’s say we measure a variable N times and duplicate this procedure M times, the 
sample mean and sample variance for each of the M data sets would be different.

However, the mean values obtained from M replications will themselves follow a 
normal distribution
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Standard Deviation of the Means

The variation in the sample statistics are characterized by a normal distribution of the 
sample mean values about a true value. The variance of the distribution of mean 
values from different data sets can be estimated from a single finite data set through 
the standard deviation of means,

N
SS x

x 
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xS represents a measure of how well the sample mean represents the true mean. The 
range over which the true mean might lie is given by:

xPvxPv StxxStx ,, 

xPv St , is the random uncertainty in the mean value due to variation in the measured 
data set.
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Pooled Statistics

A good test plan uses both repetition and replication. Since replication is an
independent estimate of the same measured value, its data represents separate data
samples that can be combined to provide a better statistical estimate of the measured
variable. When samples are grouped together in this manner, they are said to be
pooled.

If the number of replications are M and the number of repetitions are N, the pooled
mean is given by

The pooled standard deviation is given by

The pooled standard deviation of means is given by
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Regression Analysis

A regression analysis is a statistical technique for modeling the relationship between a
dependent and an independent variable.

Regression analysis is useful for parameter estimation and prediction, data description
and control.

The regression is only an approximation of the true functional relationship between the
variables.
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Linear-Squares Regression Analysis

Linear squares regression analysis for y=f(x) provides an mth order polynomial fit of
the form

The values of the coefficients are determined by the method of least squares. This
method minimizes the sum of the squares of deviations between the actual data and
the polynomial fit by adjusting the values of the coefficients.

For linear polynomials, the correlation coefficient represents the quantitative measure
of the linear association between x and y.
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Data Outlier Detection

Outliers are the data that lie outside the probability of
normal variation.

• incorrectly offsets the sample mean value estimate
• inflates the random error estimates
• influences the least squares correlation

Each data point can be checked if it is an outlier by using
the three-sigma test.

Probability that x lies outside the one-sided range defined
by 0 and Z0 is [0.5-P(z0)].

For N points, if N [0.5-P(z0)]  0.1, the data point can be
considered as an outlier.
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Number of Measurements Required

How many number of measurements do we need to make to get a good
estimate of a the variable being measured?

There is no fixed formula for estimating the exact number of measurements.
However the following techniques will help in giving an idea about the
approximate number of measurements required:

a) The degree of statistical convergence
b) By assuming a value for the sample standard deviation (a very crude

technique)
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